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Abstract
In univariate case, general measure of the degree of dependency of one variable on another is a correlation

ratio. In multivariate setup earlier it was defined such through trace of conditional covariance matrix of a
sub-vector given the other sub-vector divided by the trace of the variance-covariance matrix of the former
and also obtained some results on such measure for predictability. But more appropriate generalization of
such measure is defined here through eigenvalues of the dispersion matrix of the predictor relative to
whole dispersion matrix. Then it is applied to see how far physiological variables depend on
anthropometric variables. It is found that chosen physiological variables have higher degree of dependency
on the selected anthropometric variables.
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Introduction

To guess the physiological pattern or many
psychological pattern of a human being from the
constitution and structure of his or her body is an
old custom. Also this is one of the important
principles in Organon of Medicine. That is why it is
quite reasonable to understand the physiological
variables from anthropometric variables. This work
tries to find out how much we may understand the
physiological characteristics depending on some
anthropometric variables. For diseases or smooth
function of a body it is necessary to understand many
physiological variables and here it is to see how these
variables are susceptible to anthropometric variables.
Here it is an attempt to see this. For this purpose,
data from Digha Fishermen are used. The reason is
that they are localised in that area for many years
and they have their own identity, structure, similar
professions etc. Similar kind of things can be used
for other populations also, where variations in
physiological characteristic are not too different for
a given anthropometric variables. As for each such
set we estimate the physiological variables by their
means and that is why for too much mixing
population this means vector will be badly used.

Here we have three physiological variables which
are usually evaluated from any routine check up of
the body conditions and we have many
anthropometric variables but some of these are
collinear and after filtering collinearity from these
collections we have height (ht), weight (wt), chest
circumference normal (ccn) and fat mass (fm) as
anthropometric variables. So, the first thing is to
know about the relationship between these two
multivariate sub-vectors. The simpler way to get the
relationship is to get by multivariate linear regression.
But this relationship may not be suitable. There may
be other type of relation.

Now, the question is how far the relationship or
the “degree of relationship” can be assured from the
data set. Best thing is to calculate or develop
correlation ratio in this case. In bivariate case we all
know this and this was developed by Pearson long
back. But in multivariate set up, though there is a
kind of work by Sampson (1984), we hope that it can
be modified. The present paper gives a modification
of that and by using the modified formula the “degree
of such prediction” to the data set is obtained.

In section 2, a discussion on preliminaries on
earlier works is given. In section 3, the concept of the
revised present works is given. In section 4, the



50

International Physiology / Volume 3 Number 1/ January - June 2015

revised measure obtained in section 3 is applied to a
real life data set on physiologic and anthropometric
variables.

Discussion on Some Preliminaries

In bivariate case correlation ratio is a measure of
relationship between the statistical dispersion within
categories and the dispersion across the whole
population or sample. The measure is taken as the
ratio of two standard deviations representing these
types of variation as in the following.

,,..., 1112,11 1
xforyyy n

If the observations on responses are:

,,...,, 222221 2
xforyyy n

. .

. .

. .

kknkk xforyyy
k

,...,, 21

Then,

          



 






 k

i

n

j
ij

k

i
ii

k

yy

yyn

1 1

2

1

2

2

)(

)(


(2.1)

is a measure.
It is to be noted that if the relationship between x

and y is linear, this will give the same result as the
square of Pearson’s correlation coefficient. Otherwise
correlation ratio will be larger in magnitude. It can
therefore be used for deciding non-linear
relationship.

The correlation ratio was introduced by Karl
Pearson as a part of analysis of variance. A
multivariate version of this was done by Allan R.
Sampson (1984). A multivariate correlation ratio of a
random vector Y upon a random vector X was defined
by him as:

    ,)()|(();( 2/112/11 
  ytrCovEtr XYXY       (2.2)

where,  Λ is a fixed positive definite matrix related
to the relative importance of predictability for entire

variation of Y, and y  is dispersion matrix of Y.

The previous formula enjoys the important
properties
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Concept of the Present Work

Here anthropometric variables are used to predict
some important physiological variables. This is a
routine analysis through multivariate regression. A
close work to have a measure of importance of a
variable to predict the dependent variable was
considered theoretically by Seal et al, 2015 in a
different and vivid manner, although traditionally
one uses stepwise regression, AIC etc. That method
was used to find most important variables for weight.

 But we want to find out a degree of maximum
prediction. That may be linear or non-linear. In
univariate case i.e. one univariate variable depending
on another univariate variable, the measure of such
degree of prediction is correlation ratio. When both
X (anthropometric) and Y (physiological) are
multivariate, we want to find out a generalisation of
the correlation ratio.

Though, in literature a kind of work (i.e.
multivariate correlation ratio, as states earlier) is
available through trace of a variance-covariance
matrix of conditional expectation divided by the trace
of variance covariance matrix. It is evident that the
expression (3.1) is more close to (2.1) than (2.2). So
we change the definition a little which is given in
(3.1). Now looking at this matrix may be simplified
by its eigenvalues separately, trace, determinant or
the simplest form in terms of its maximum
eigenvalue. These can be interpreted in terms of
spread of data. We have data set on physiologic
variables and anthropometric variables of persons
from fishermen of Digha. For this data set the degree
of prediction is obtained.

Thus, the modified degree of prediction along this
line is defined by the maximum eigen- value of
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where, S1 is the within sum of square and product
matrix and S2 is the sum of square and product matrix
Now let us consider the data set from Digha
fishermen containing 252 observations including
anthropometric, demographic and physiological
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variables (source of data: Plan project survey data of
BAU, ISI, Kolkata-2008). The independent variables
are (i) age (demographic variable) and 4
anthropometric variables (ii) height (ht), (iii) weight
(wt), (iv) chest circumference normal (ccn), and (v)
fat mass (fm). These five variables are considered as
covariates. Systolic blood pressure (sbp), diastolic
blood pressure (dbp) and pulse rate (pr) are the three
response variables. Some other covariates were there
but due to multi-colinearity others were discarded.

Covariates are divided into some intervals such
that within each interval persons have same type of
physical characteristics as in the following. However,
other appropriate choices may be applied. Let us
demonstrate our formula for the present data.

Age intervals are:
[18, 22], [23, 30], [31, 40], [41, 50], [51, 60], [61, 70],

[71, 77]

Height (cm) intervals are:
[142, 155], [155.001, 170], [170.001, 180]

 Weight (kg) intervals are:
[35, 45], [45.001, 55], [55.001, 65], [65.001, 75],

[75.001, 85]

  Chest Circumference Normal intervals are:
   [66, 80], [80.001, 100], [100.001, 110]

  Fat Mass intervals are:
   [2, 10], [10.001,  20], [20.001, 28]

Then all possible combinations (7×3×5×3×3) are
considered. We have taken readings on  sbp, dbp,
and pr for each of the combinations. Some of the
combinations do not have readings from our practical
data. These are ignored and after that we get 50
groups where observations are available.

Now to obtain within variance covariance matrix
we consider from all these 50 groups 50 matrices
such that each is obtained from the columns of sbp,
dbp, and pr respectively. So we get
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observations in ith group.

From the data set iy  are summarized in the
following table.

We find the grand mean vector y  by finding the
mean of each column of the mentioned mean vectors.
Let us consider the difference between each group

vectors and the grand mean i.e. yyi  . After that

))((  yyyy ii is obtained and then multiplying
the group matrix by the corresponding number of
observations and then taking their sum we get S1
(say).

Now consider the difference between sbp, dbp, pr
and the grand mean for each individual and then
consider their sum of square and product matrix S2
(say).

So,
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So, computing the matrix (S2)-1/2 S1 (S2)-1/2, the final
matrix to draw conclusion is obtained as
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Now the degree of prediction can be expressed by

)1.4(max
'

'
2/1

21
2/1

2
2

1

max
max

 SSSor
ySy

ySy

eigenvalue

eigenvalue

eigenvalue

The eigenvalues of the above matrix are
0.73581317, 0.27018538, and 0.06877491. So, the
maximum eigen is 0.73581317 and this is nearer to 1.
So, it can be said that the covariates can predict more
than 70% of the “degree of relationship” as the
maximum eigenvalue should be one for full
predictability and this holds if S1=S2 i.e. 4.1 becomes
identity matrix.
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Table 1: The Mean Matrix

Groups           Mean of sbps            Mean of dbps             Mean of prs

Group 1 106.6667 65.55667 64.00000
Group 2 110.5189 73.70333 72.00000
Group 3 106.8325 73.66750 75.00000
group 4 113.3325 77.33500 73.50000
group 5 118.0000 84.33000 73.00000
group 6 92.6700 69.33000 72.00000
group 7 128.0000 61.33000 66.00000
group 8 115.2589 69.40889 82.44444
group 9 115.5000 74.44417 75.00000
group 10 114.5850 73.83375 81.75000
group 11 109.5567 74.22333 84.00000
group 12 125.8086 83.61857 84.42857
group 13 114.0000 70.55667 81.33333
group 14 112.0000 79.33000 78.00000
group 15 98.6700 70.00000 90.00000
group 16 123.3300 84.00000 72.00000
group 17 116.0000 78.00000 72.00000
group 18 108.6700 69.67000 78.00000
group 19 112.0000 82.67000 66.00000
group 20 110.8600 69.41176 72.70588
group 21 115.8892 75.89000 78.33333
group 22 110.0394 73.58941 72.00000
group 23 114.4000 78.26600 73.60000
group 24 106.3350 70.66500 72.00000
group 25 106.0000 64.00000 72.00000
group 26 180.6700 100.67000 72.00000
group 27 105.6575 70.16500 75.00000
group 28 116.0000 70.67000 66.00000
group 29 105.3300 70.67000 66.00000
group 30 160.0000 80.00000 72.00000
group 31 110.0000 72.00000 66.00000
group 32 120.0000 85.33000 60.00000
group 33 130.6700 94.00000 90.00000
group 34 100.0000 60.00000 78.00000
group 35 109.6650 64.66500 66.00000
group 36 125.0000 94.00000 84.00000
group 37 113.3300 79.33000 72.00000
group 38 112.0000 74.67000 69.00000
group 39 127.3300 96.00000 78.00000
group 40 121.1785 78.61538 83.07692
group 41 115.2882 72.97000 73.09091
group 42 123.7542 80.31632 72.94737
group 43 111.4450 74.66667 78.00000
group 44 119.5000 76.91750 70.50000
group 45 110.6700 80.67000 78.00000
group 46 138.0000 76.00000 66.00000
group 47 114.6650 75.00000 60.00000
group 48 115.3325 73.00000 72.00000
group 49 108.0000 70.67000 72.00000
group 50 112.0000 84.00000 66.00000
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Conclusion

Though, theoretically we have modified the
formula of correlation ratio and obtained the degree
of relationship but we are to see how it is related to
multiple correlation coefficient. This is a new
technique which can be used for data from various
populations especially for the tribes who have special
anthropological characteristics.
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